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Abstract—  Due to non-infrastructure requirement AdHoc 
network has gained higher popularity in recent past. AdHoc 
networks demands for higher intermediate node supports for 
long-range communication. For the improvement of long-range 
communication different routing schemes were suggested. 
Wireless AdHoc network is an emerging communication 
approach. In wireless AdHoc network the most commonly used 
routing method is anycast routing. Any cast is an addressing 
mode in which the same address is assigned to multiple hosts. In 
these hosts form any cast group and each host is referred to as 
an any cast group member. To transmit the packets from a 
client to the group address are routed to the any cast group 
member closest to the client. Where ‘closest’ is the specific 
routing protocol. Today’s any cast routing protocols are 
commonly modification of existing unicast routing protocols 
such as link-state routing protocol and distance routing 
algorithm. The main drawback of these routing is it cannot 
consider the number of available any cast group members for its 
routing decision. In order to solve these problems by using 
density-based routing has to be developed. 
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I. INTRODUCTION 
Wireless networks have generated tremendous interest 

among researchers these years because of their potential usage in a 
wide variety of applications. Sensor nodes are inexpensive portable 
devices with limited processing power and energy resources. Sensor 
nodes can be used to collect information from the environment, 
locally process this data and transmit the sensed data back to the 
user. Sensor nodes consist of five main components [11]: a 
computing unit, a communication unit, a sensing unit, a memory 
unit, and a power supply unit. The computing unit consists of a 
microprocessor. The microprocessor is responsible for managing the 
communication protocols, processing collected data from the on-
board sensors, and performing the power management. Each sensor 
node has a single communication unit that is able to transmit and 
receive packets. This unit combines the functionality of both 
transmitter and receiver.  

The communication frequencies of the sensor nodes are 
between 433 MHz (in some early generations of sensor nodes) and 
2.4 GHz (the most commonly used frequency) [2]. The 
communication unit has four operational states: transmit, receive, 
idle and sleep. A sensing unit is usually a sensor board that consists 
of one or more sensors. Sensors must have extremely low 
power consumption. Some commonly used sensors are temperature 
sensor, humidity sensor, light sensor, barometer, 2-axis 
accelerometer, microphone, and GPS receiver. There are two types 
of memory units based on different needs for storage in a sensor 
node. The microprocessor itself contains some on-chip memory used 
to store system software. 

There is also typically flash memory available where users 
can store their own applications and data. The power unit provides 
power to other four units described above. In the MicaZ mote, for 
example, it consists of two AA batteries, either rechargeable or non-
rechargeable [2]. Although all sensing, computing and 
communication operations consume energy, data communication 

requires more energy than sensing and computing. Thus, reducing 
data communication between sensor nodes can improve the 
energy efficiency and extend the lifetime of sensor networks. As 
shown in Figure 1, typical wireless networks consist of multiple 
sensor nodes deployed in the sensing field, and one or several sinks 
nodes at which data is collected and which have external network 
connectivity. Sensor networks in many applications are deployed 
without pre-defined structure and left unattended to 
perform multiple monitoring or tracking tasks. A WN is able to self-
configure its operation and manage its connectivity. A WN is also 
able to tolerate malfunctioning nodes and integrate new nodes in the 
network since node failure is common in WN applications [12]. 
Because of the limited power and transmission range in a large 
sensor network, the communication between sensor nodes must be 
multihop. Data from a source sensor node relayed by a number of 
intermediate nodes before it reaches the final 
destination. Collaboration between sensor nodes and in-network 
processing are necessary in sensor networks since a single node may 
not have all the data concerning some event of interest [8] [13]. In-
network processing can also reduce the number of packets 
transmitted in the network by aggregating similar data together and 
thus reducing the power consumption. Wireless networks have great 
potential for many industrial applications. Typical WN applications 
can be classified into two categories: monitoring and tracking [16]. 
Monitoring applications may involve periodic data collection or may 
be event driven. In an event-driven application, when a certain event 
occurs in the sensing field, sensor nodes collect the sensor readings 
of that certain event and transmit them back to the sink. Those 
applications usually employ a very strict power management 
strategy due to the limited power supply of sensor nodes and long 
lifetime requirement of the application [9] [13][11]. For example, 
sensor nodes may operate most of the time in sleep mode and are 
only woken up by a nearby sentry node (a node that is awake all the 
time and monitors the sensing field) when a certain event is detected. 
Some common WN monitoring applications include environmental 
monitoring, battlefield monitoring, health monitoring, water 
monitoring, and greenhouse monitoring [1]. Tracking applications 
have different requirements than monitoring applications in that the 
source of an event can be mobile. Of interest is the current location 
of the target. Real-time communication is usually desired in tracking 
applications [11].  

 

Fig. 1 wireless networks 

ANYCAST (e.g., IP any cast [1]) is an addressing mode 
in which the same address is assigned to multiple hosts. 
Together, these hosts form an any cast group and each host is 
referred to as an any cast group member. Packets from a 
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client destined to the group address are routed to the any cast 
group member closest to the client, where “closest” is in terms of 
the metrics used by the specific routing protocol. The most 
prominent use of any cast today is in the Internet to find replicated 
DNS root servers [2] or to locate rendezvous points in multicast 
trees [3]. However, any cast has also many potential applications in 
wireless ad hoc networks. For example, any cast can be used in 
wireless mesh networks to route data packets to an Internet gateway 
or in sensor networks to send data to any data sink when multiple 
sinks are accessible. Today’s any cast routing protocols are most 
commonly modifications of existing unicast routing protocols. For 
example, link-state routing protocols such as OSPF [4] have been 
extended to support any cast routing by adding a virtual node 
that represents the any cast service [5]. With distance vector 
routing algorithms such as RIP [6], any cast routing is implemented 
by group members that advertise their anycast address with a 
distance of zero [5]. Also in the context of ad hoc networks, 
link reversal algorithm, such as TORA [7], were extended to 
support any cast routing by assigning a height of zero to all members 
of a given any cast group [5]. Since these proposed any cast 
protocols are designed as extensions of unicast routing 
techniques, they are easy to implement and to deploy. However, as a 
consequence, they all follow the routing strategy determined by 
the corresponding unicast routing technique: packet delivery to 
the closest group member using shortest-path forwarding. 

In this paper, we propose a new method that adds a 
whole family of routing strategies to the class of any cast 
routing schemes: density-based routing. This method not only 
considers the member proximity in the routing decision, but also the 
quantity of accessible group members. Therefore, it is possible that a 
path over which multiple members are accessible is preferred over a 
path to a closer single member. Our goal is not to replace proximity-
based routing, but to add a new dimension to the routing strategy 
design space. With this new axis in the design space, the routing 
strategy can be designed as an optimal tradeoff between proximity 
and density. Density-based any cast routing is of particular interest 
in wireless and mobile ad hoc networks where the network 
conditions are dynamic. Proposed any cast routing protocols for 
such networks [5], [8]–[11] are all implemented as modifications of 
existing unicast routing protocols and hence always route 
packets towards the closest group member. In wireless and mobile 
networks however, the closest member might become 
unreachable because it moves away or because of intermediate link 
failures along the path. Under such conditions, routing towards a 
dense group member population increases the probability that a 
packet eventually reaches any group member because packets can 
more easily be re-routed to neighboring group members when the 
targeted one becomes unreachable. 
To evaluate the benefits of density versus proximity anycast routing, 
we implement a distributed protocol to establish potential fields and 
simulate the different routing strategies under various dynamic 
network conditions. In particular, we consider two different mobile 
scenarios and a static scenario with temporary link failures. Our 
results show that a combined proximity-density routing strategy 
increases considerably the robustness (in terms of packet delivery 
ratio) compared to the traditional pure proximity-based routing 
scheme while not increasing significantly the path length of the 
traveled packets. 

II. ANYCAST ROUTING SCHEME 
In this section, we present our field-based model for anycast routing. 
First, we give an overview of the basic concepts. Then, we introduce 
our definition of potential fields in a networking context and 
describe how packets are routed along those fields. Finally, we 
discuss convergence limitations of the model due to undesired local 
maxima in the fields that might occur in particular network 
topologies. 

 

A. Overview 
Our model is inspired from field theory in physics. Every group 
member creates a potential field which decreases with d-k, where is 
the distance to the group member, and determines how quickly the 
field decreases. The field of an entire anycast group is the linear 
superposition of all individual fields from the group members. An 
example field for an anycast group with four members (marked as 
black nodes) is depicted in Figure 2. The peaks in the field are at the 
locations of the group members. Note that only one field is drawn in 
the figure, but as each anycast group requires its own field, multiple 
fields will generally co-exist simultaneously. We achieve anycast 
routing by forwarding packets towards the steepest gradient of the 
field. This is in analogy to field diffusion in physics. By following 
the steepest gradient, packets eventually reach a field maximum, i.e., 
a group member. The steepest gradient at each node is determined 
by comparing the potential values of its neighbors. The steepest 
gradient is towards the neighbor with the highest potential 
value. The proposed routing model allows for different 
anycast strategies comprising proximity, density, and combined 
routing strategies. Which routing strategy is applied is determined 
by the value of the parameter K .  

 
Fig 2: Example potential field. Black nodes represent group members. 

B. Potential Fields 

We define the potential field of an anycast group member with a 
strictly decreasing function. That is, we define the potential value at 
some node as 

 

Where dj(n) is defined as the distance of to the group member j, and 
the exponent is a parameter that determines how quickly the 
potential decreases with increasing distance to the group member. In 
this paper, we always use the number of hops to calculate the 
distance between a node and a group member. However, the 
distance function could also capture different metrics (such as for 
example the transmission delay between a node and a group member) 
as long as the potential function remains strictly decreasing. Any 
cast groups consists of multiple members. Every 
member contributes to the field of the group. Thus, the potential 
field of an anycast group N  is defined as the superposition of 
the potential fields of all members in this group 

 

With this definition, the potential field’s shape resembles a 

landscape with poles at every group member   since 

 (in one term of (2) the distance dj(j) is equal to zero 
hops). By varying the exponent, the steepness of the field varies: 
the larger the value of k , the steeper the field. 
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III. ROUTING MECHANISMS 
A. Gradient-Based Routing 

We use the potential field of the anycast group to route packets in 
the network. The routing mechanism is similar to field diffusion in 
physics. With field diffusion, an element (e.g., a test charge in an 
electrical field) is attracted by a force in the direction of the steepest 
gradient of the field. If the element is free to move, it will diffuse 
along the steepest gradient until it arrives at a field maximum. In the 
same manner, we route anycast packets along the steepest gradient 
of the potential field. The steepest gradient at each node is 
determined by evaluating the potential values of the neighbors. That 
is, the link from a node to the neighbor with the highest potential 
value corresponds to the steepest gradient. Therefore, the nodes 
always compare the potential value of their neighbors and forward 
anycast packets to the neighbor with the highest potential value. A 
necessary condition is that the potential at the neighbor with the 
highest potential value is larger than at the forwarding node. This 
guarantees that the steepest gradient is ascending. 

B. Convergence Limitations 

The proposed model manages to successfully deliver 
anycast packets from any node in the network with the condition 
that there are no local1 maxima in the potential field. In a local 
maximum, packets are stuck since there are no neighbors with 
a greater potential value to forward to. However, in contrast to the 
physical model which operates in a continuous space, we cannot 
avoid the occurrence of local maxima in our field model which 
operates on a discrete set of nodes. This fundamental 
difference implies that we can only guarantee the absence of 

local maxima for  , where is a constant we will 

derive in the next section. For values of  , local maxima 
may occur and routing along the steepest gradient may not converge. 
Although we cannot guarantee routing convergence for that 
range, we use our model in that range because: 1) the occurrence 
of local maxima in random networks is rare and 2) in practice, local 
maxima can easily be detected by comparing the own potential value 
with the value of the direct neighbors. Hence, it is possible to 
circumvent them at the protocol layer without considerable 
communication overhead. 

C. Local Maxima in Random Topologies 

 Local maxima may occur in particular topologies like for example 
the one shown in Figure 3. The node in the center of the star-shaped 
topology has a potential value of 2.5 which is higher than the 
potential value of any of its surrounding neighbors. To assess how 
frequent local maxima occur for, we perform simulations with 
random network topologies. Our simulations are based on graphs 
which are constructed as follows.  

 
Fig .3 Example of a local maximum for  K=1. The gray nodes are group 

members 
We place a number of nodes randomly on a square. We assign a link 
between two nodes in the graph if the geometric distance 

between those two nodes is smaller than the wireless range, a 
constant value equal for all nodes. The distances of the nodes to the 
group members, as required to compute the potential values, are 
obtained by computing the shortest path according to 
Dijkstra’s algorithm [12] in the graph. Finally, to detect whether 
there is a local maximum in the potential field, we iterate over all 
nodes and compare their potential values with the values of their 
direct neighbors in the graph. If a node’s potential is larger than all 
of its neighbors, and it is not itself a group member, the 
node constitutes a local maximum.  

D. Effect of on Routing Strategy 

The potential field and thus also the resulting routing strategy is 
influenced in our model by the exponent in (1). For large values of 
K, the field results in a steeper distribution than for small values. It 
is observed that the bound for K where packets are always routed 
towards the closest group member along the shortest path (proximity 
routing), and a bound for K where packets are only routed in a 
specific direction based on the group member density and the 
member proximity is irrelevant (pure density routing). 

IV. FIELD-BASED ANYCAST ROUTING 
PROTOCOL 

To evaluate the performance of density-based anycast routing in 
dynamic networks, we designed a distributed routing protocol to 
establish potential fields and forward packets along the steepest 
gradient. Note that the focus of this paper is not on the performance 
of the routing protocol itself, but on the comparison of the different 
anycast routing strategies. Therefore, we designed a relatively 
simple protocol for the only purpose of comparing the different 
strategies, and leave possible enhancements of the protocol to future 
work. 
 

A. Potential Field Establishment 

To establish a potential field, every node in the network must know 
its distance to the existing group members. For this purpose, the 
group members periodically flood the network with a message 
indicating the anycast group they belong to, and their identity (i.e., 
an identifier that uniquely identifies the group member). These 
flooded messages also include a time-to-live (TTL) value indicating 
how many hops the packet has traveled. The TTL value serves two 
purposes. First, it allows every receiver to determine its distance to 
the group member who initiated the flooding. Second, it allows to 
limit the flooding scope by only rebroadcasting messages which 
have a TTL value greater than 0 which reduces the 
communication overhead produced by such messages. By listening 
to those messages, each node calculates its potential value 
according to (2). The interval at which the member should 
advertise such messages is a tradeoff between accuracy and 
protocol overhead. In this paper, we do not focus on finding the 
best compromise with regard to this tradeoff, but we study 
the relative performance resulting from different anycast 
strategies using the same advertisement interval.  

B. Gradient Determination 

To determine the steepest gradient of a field, the nodes in an ad hoc 
network must know the potential values of their direct neighbors. 
For this, neighboring nodes also exchange their potential values on a 
periodic basis. Such messages are one-hop broadcast packets and 
include a list of all the known anycast groups and the corresponding 
potential value for each group. Again, the rate at which such 
messages are exchanged is a tradeoff between accuracy and protocol 
overhead. 

C. Packet Forwarding 

Packet forwarding is simply forwarding along the steepest gradient. 
Therefore, packets are forwarded to the neighbor with the highest 
potential value. If for any reason, the neighbor with the greatest 
potential value is unreachable (e.g., this neighbor might have moved 
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away), the packet is simply forwarded to the neighbor with the 
second highest potential value. In case this node is also unreachable, 
the packet is forwarded to the neighbor with the next highest 
potential value, and so on. A node continues with this procedure 
until there are no neighbors left with a higher potential value than its 
own. Note that nodes are not allowed to forward to a neighbor with a 
lower potential value to make sure that routing eventually converges 
and loops do not form. If a node has no neighbors left with a larger 
potential value than its own, it drops the packet. 

V. RESULTS 
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VI. CONCLUSION 
In this paper, we have examined the existing anycast 

routing strategies and introduced a new class of anycast 
routing schemes: density-based routing. We have presented a field 
based routing model that represents both, the existing 
anycast routing schemes as well as the density-based ones. We 
use the results from the model evaluation to categorize the 
routing strategies into three regimes: (I) proximity-based routing; 
(II) routing as the tradeoff between proximity and density; and 
(III) pure density-based routing. 

Our results show that density-based anycast routing is 
of particular interest in wireless and mobile ad hoc networks. Due to 
the dynamic nature of these networks, traditional proximity-based 
routing schemes often fail to find alternative routes when a group 
member moves away or when intermediate links along the path to a 
group member break. Under these conditions, density-based anycast 
routing outperforms proximity-based routing in terms of successful 
packet delivery because the probability to be able to re-route packets 
is increased when forwarding towards a high population of 
group members. 
From our simulation studies we learn that the best routing strategy 
lies in a tradeoff between proximity and density, obtained using a 
value of in our model. This particular tradeoff offers the increased 
robustness of density-based routing without introducing a significant 
path stretch compared to pure proximity-based routing. It is 
noteworthy that many potential fields in physics such as the electric 
field or the gravitational field follow a potential decreasing law with 
a value of . It seems that physical laws can inspire us to design better 
systems and algorithms.  
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